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Our method includes principles of operation and steps: 

1. Text and Non-text classification 
In this step, we use an encoder-decoder model deep learning with an variant architecture of U-net [2] and training 

with multi-task (7 tasks)  to segmentation each pixel belong to text or non-text class.  Specifically, 7 tasks are text 
mask, non-text mask, non-text contour mask, 4 sides of text component (top, bot, left, right). 

2. Smooth text components 

First, we extract text components from text mask in step 1.  

Then we binarize image, extract connected components (CCs) and based on [1], we classify each CC belongs text or 

non-text class. 

Finally, we extract all text line with textual CCs and only keep strong text lines to smoothing text mask from step 1. 

A text line is strong if have some textual CCs ( >= 3) and homogeneous about width, height of textual CCs. 

3. Non-text classification 

First, we extract non-text components from step 1 and use non-text contour mask to eliminate redundancy components 

Then get all text components is inside of each non-text components and classify to table, image, or chart class.  
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