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In this short document, we briefly explain the basis of our segmentation approach we used in our RDCL2019
submission, by describing the model, the training procedure, the post processing steps and some inference details.

The model

The model we used is very similar to PSPNet [1] with some additionnal changes, the backbone is a Renset 50 [3] with an
output stride of 8 (i.e., the spatial dimensions of the output is 1/8 of the input) instead of 32, this is done by replacing the
conv 3 × 3 with stride 2 in the last two blocks with a conv 3 × 3 with dilation rates of 2 and 4 respectivelly, to maintain a
similar receptive without any further reduction of the spatial dimensions, the outputs are then fed into a PSP (Pyramid Scene
Parsing) module to add a global information into low level segmentation and help the network detect inconspicuous classes,
and given that in documnent segmentation the low level information contrains a significant learning signal, we combine the
outputs of the intermediate resnet layers using a succesion of symetric filters and bilinear upsampling similar to [2], we
combine these features and add them to the PSP module, and finally we upsample the feature maps to obtain an output
with the same size of the input image (see Figure 1).

Figure 1: High level disciption of the semantic segmentation network used.

Training

For training the network, we use the PRImA Layout Analysis Dataset [4], and to resist overfitting we adopt a comprehensive
data augmentation, we use random horizental flipping, random resize of the input between 0.5 and 1.5, random Gaussian
blur and finally a random crop of the image.
Given the limited GPU memory, we use a batch size of 8 with a base learning rate of 5× 10−4, we adjust the learning rate
following the one cycle procedure [6], starting from lrbase

25 to lrbase for 30% of the epochs which are set to 100 epochs, and

then decreasing back to lrbase

25 for the rest of the training time.
The training is done in an iterative way, first by only leaning the added modules to the backbone; then fine tunning the
whole model, and then traning for some additionnal epochs using larger image crops and smaller batches.

Inference and Post Processing

During inference, we predict the segmentation mask for various input scales (e.g., [0.4, 0.6, 0.8, 0.9]), upsample them to the
original image size and take their average, the result is a single mask of size H ×W , each element ∈ [0, C − 1] where C is the
number of classes (i.e., C = 12), we then apply a post processing step, first we apply a fully connected CRF [7] to the output
probabilities, this is done to refine the segmentation mask based on both the model’s output and the image colors, we then
transfrom the output mask into C binary masks to apply basic morphological operators (closing followed by an openning)
to further refine the masks and filter out small connected components, and finally in order to transform the detected regions
into a set of polygons, we extract the blobs in each binary mask as a set of coordinates and write them in the PAGE XML
format [5].
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